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Abstract—We present a new approach to the design of high-per- coefficient values on chip [4]. The lack of a means for accurate
formance low-power linear filters. We use p-channel synapse |ong-term analog coefficient storage complicates the implemen-
transistors as analog memory cells, and mixed-signal circuits for tation of these systems, forcing designers to use digital memo-

fast low-power arithmetic. To demonstrate the effectiveness of . dimol i tati in the diaital d ins
our approach, we have built a 16-tap 7-b 200-MHz mixed-signal ries and implement computations in the digital domain [5].

finite-impulse response (FIR) filter that consumes 3 mwW at 3.3V,  The Silicon Learning Group at the University of Washington,
The filter uses synapse pFETS to store the analog tap coefficients, Seattle, studies the integration of adaptation and computation in
electron tunneling and hot-electron injection to modify the coef- /S| circuits. Our approach is based on a new silicon primi-
ficient values, digital registers for the delay line, and multiplying tive which we call a synapse transistor [6], [7]. This device is a
digital-to-analog converters to multiply the digital delay-line . . ' .
values with the analog tap coefficients. The measured maximum floatlng-ge}te; MO_SFET that prOVIdeS. permanent .analog W?'ght
clock speed is 225 MHz; the measured tap-multiplier resolution is Storage, bidirectional updates for weight adaptation, and simul-
7 b at 200 MHz. The total die area is 0.13 mrf. We can readily taneous adaptation and computation. We have developed analog

scale our design to longer delay lines. and mixed-signal circuits around these devices that enable small
Index Terms—Adaptive filters, delay lines, high-speed inte- high-throughput low-power VLSI systems. We are currently in-

grated circuits, hot carriers, mixed analog—digital integrated vestigating the application of these devices in machine learning
circuits, signal processing, tunneling, very large-scale integration. [8] and adaptive signal processing applications [9]. In this paper,
we present a finite-impulse response (FIR) filter that employs

l. INTRODUCTION digital delay lines, synapse transistors for weight storage and up-

. dates, and mixed-signal hardware for compact low-power four-
HERE IS'an ever-presgnt negd for low-power high-perfo juadrant arithmetic. Our 16-tap filter operates in open loop; al-

I mance S|gnal—proces_smg chips. For example,_to supp ugh there is no on-line adaptation, we can write arbitrary
higher data rates and provide better channel separation, Wmll%?ﬁcoefﬁcient values at any point during operation. The filter
communications devices implement signal-processing algr?fns at 200 MHz with 7-b accuracy, dissipating less than 3 mW.
rithms that require high computational throughput. At the Same . die area is 0.13 mhin a0.35ﬂm’ CMOS process. We have
yme, these de\(|ces require Iqw—power _compact cw_cwt; to ma(?ﬁﬁ extended version of this architecture in fabrication which fea-
imize battery life and minimize off-chip communication an res 10-b resolution and 64 taps at comparable power and area

§ystem size. Digital-signal processing (DSP) chips, althoug%st, as well as an intrinsic silicon implementation of the least
immensely popular, tend to be large and power-hungry; thH‘Fean squares (LMS) [10] adaptation algorithm.

applications that require both high throughput and low POWET The rest of this paper is organized as follows. In Section I

employ special-purpose digital VLSI circuitry [1]. Howeverwe discuss synapse transistors in more detail. In Section Il we

even custom digital solutions are inadequate for ultralow—powl-?‘ roduce the analog memory cell employed in our filter. We

! CUS \ Wikt
appllc_at_lons, m‘?"”_'y due to the area anql power cost as_soc'?f)?gsent the design of the filter in Section 1V, including details
with digital multipliers and adders [2]. With the introduction of ) v, delay line, weight storage, and arithmetic units. Finally,
new, more sophisticated communications standards, in addit(% discuss our experimental results and conclusions

to the proliferation of mobile multimedia devices, the design
of digital signal-processing subsystems in wireless devices will
become increasingly difficult.

Although analog circuitry can implement arithmetic func- A synapse transistor is a floating-gate MOSFET with the fol-
tions with low power dissipation and small area, these circui®wing attributes: 1) nonvolatile analog weight storage, 2) lo-
present other problems such as offsets, error accumulation, aatly computed bidirectional weight updates, and 3) simulta-
noise sensitivity, limiting their scalability and resolution. In parneous memory reads and writes. Fig. 1 illustrates the four-ter-
ticular, offsets and signal attenuation make it difficult to impleminal pFET synapse that we use to store coefficient values in
ment long tapped delay lines, which are common in filteringur filter. It comprises a single MOSFET (with poly1 floating
applications [3]. Additionally, adaptive systems in mobile congate and poly2 control gate) and an associatedall tunneling
munications employ circuits that periodically compute and stoi@plant. It uses floating-gate charge to represent a nonvolatile

Manuscript received August 11, 2000; revised December 1, 2000. analog value, and outputs a source current that depends on both

The authors are with the Department of Computer Science and Engfte control-gate input and the stored charge. The synapse tran-
neering, University of Washington, Seattle, WA 98195-2350 USA (e-maiistor uses two mechanisms for adaptation: Fowler—Nordheim
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Equation (2) shows that we can control the valuéi@fjust by

‘ varying the amount of charge on the floating gate. The rest of

\V§ this section discusses the mechanisms that we use to update the

weight.

A. Electron Tunneling Decreases the Weight

| \ To decrease the value Bf;, we apply a positive high voltage
d?f*fj;ggce di%ﬂsgglr? n- well tunneling junction: (~9.5 _V in a 0:35ﬂm CMOS p_roce_ss) to thenwell of the
gate oxide over ™ tynneling junction. The potential difference between the well
(@ and the floating gate reduces the effective oxide thickness, fa-
cilitating electron tunneling from the floating gate into the n
well. This process increaség,, decreasingV;. From (2), the
weight update rate is given by

control gate
F'—{ }‘ dWS = dWS X deg = — % It un (3)
floating gate dt )i dQrg dt /i Q1

wherely,, is the gate current due to FN electron tunneling. We
drain approximately,,,, using a simplified FN fit [15] [see Fig. 1(b)]

(b)

Fig. 1. (a) Layout view of a pFET synapse. The synapse comprises a single
MOSFET, with polyl floating gate and poly2 control gate, and an associated
n— well tunneling implant. (b) Circuit symbol for a pFET synapse. where

I pre-exponential constant;

Because tunneling and IHEI can both be active during normalViun Voltage applied to the tunneling junction;

transistor operation, the synapse enables simultaneous adapt¥zx  Oxide voltage, defined 88/;un — Vig).

tion and computation. We can fabricate synapse transistors/ig, is positive because tunneling increases the floating-gate
any standard CMOS process, although double-poly processbarge. Fig. 2(a) shows experimental datalfgg, versusl / V.,

are preferred because the second poly layer simplifies the iateng with a fit according to (4).

plementation of a linear control gate. The reader can consult

[13] for a discussion of synapse transistors in single-poly di@. Electron Injection Increases the Weight

Ita:/\j:eMooirgtrgctisesisha e bFET in the subthreshold reai e'I'o increase the value diV;, we inject electrons onto the

P >ynapse p . . €9 Woating gate. We increase the source-to-drain voltage-@o/

[14], where the device shows an exponential relationship blﬁ'a 0.35xm CMOS process) to create a large electric field be-

tween ggte voltage and source currenfc. Consequently, W€ Kf8en channel and drain. This field accelerates channel holes
sub;tanually alter the source current with small changes in t|nethe transistor’s channel-to-drain depletion region, which col-
floating-gate charge [see Fig. 1(b)]: lide with the semiconductor lattice and ionize free electrons.
o (R(VmVi))/Ue K (CinVin+Qr) Becaus_e the floating-gate_volt_age is C(_)nsi_derably higher than
Is = Ioe = loexp U, Vs_iCT the drain voltage (the device is operating in the subthreshold
1) regime), when the ionized electrons are expelled from the drain

they can scatter upward into the gate oxide and be collected by

where the floating gate. The accumulation of electrons on the floating
I pre-exponential current; gate decreasegy,, thereby increasing/;. Similarly to (3), we
x  coupling coefficient from floating gate to channel; ~ can express the weight update rate due to IHEI as
V.  source voltage;
Vi, floating-gate voltage; <dWS> - <dWS> « <deg> — W Lei (5
Uy  thermal voltagelXT/q; dt inj dQrg dt inj Q™
Ci, input (polyl to poly2) coupling capacitance;

source - .
tunneling junction

Loy = Lie=Ve/ Vo =Vis)) — [ o=(Vi/Vox) (4)

Vi  control-gate voltage; wherel;,; is the gate current due to IHEI. We approximaig
Qs floating-gate charge; as
Cr  total capacitance seen by the floating gate. o o
We define the synapse weight, as the transistor’s source cur- Iinj = —K LY/ Va=V2)" — g,/ (Vea=V2)" ()
rent, and tie the source and the control gat&tg so that the
weight value depends only af,: where K, Vi, andV;, are fit constants/, is the transistor’s

source current, and’, is the source-to-drain voltagd;y;
W, = I, = [, (Q=/@) (2) is negative because IHEI reduces the floating-gate charge.



818

-10

10
12 370.57
10 /
_ I./=1169/x10"° ¢ Y~
<
- 44
£ 10
@
2 N
3
(3]
10"
%
o
10™
e
10
.019 018 -017 016 -015 -014  -0.13
1V, (1V)
@
107?
T 4
S 10 re,e._a—m
}
™
3 Pl
Q
0 4o¢ /
210
3 \
7]
b~ -8
€ 10
£
3 14.54
o 10 . P P ) v, —0.111)*
w10 / I =T43x10"e ¢
o
-12

10
3 3.5 4 4.5 5 5.5 6 6.5 7

drain-to-source voltage (V)
(b)

IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 36, NO. 5, MAY 2001

tunnel

VElvjf vdd

y

weight | 1

sw, current i
Irzaf= 1HA
@

s

a

Sl N I - mam S0 S B 0.99

50 T 0.69

4.0

0.38

source to drain voltage (V)
v
\
\
\
\
\
\
\
\
‘\
source current (uA)

3.0 0.09
0 0.2 04 0.6 0.8 1

Time (ms)
(b)

Fig. 3. (a) An analog memory cell with self-convergent writes. We apply a
reference current,.; to the drain of theénjection transistor(left) to cause IHEI

onto the common floating gate. A self-limited feedback path (through the drain
voltage) stops the injection when the transistor is able to sdirgeTheweight
transistor(right) shares the floating gate with the injection transistor, thus it also
sourced,.r once the writing process has stopped. (b) Source-to-drain voltage
and source current during the writing process (we close switch at time

t = 0). At first, the pFET is not able to sourdg.., and therefore its drain
voltage drops to ground. As IEHI causes the floating-gate voltage to decrease,
the source current, rises, exponentially approachidg.;. WhenI, = I..r,

the drain voltage rises, stopping the injection process.

Fig. 3(a) depicts our analog memory cell, comprising two

Fig. 2. (&) Tunneling (gate) currefit versus—1/V.,.. We definel’., tobethe  synapse transistors with a common floating gate and tun-

potential difference between the nwell contact and the floating gate. We show
a fit according to a Fowler—Nordheim expression. (b) IHEI efficiency versud

eling junction. Theweight transistorprovides a current (the

source-to-drain voltage. For this experiment, we held the floating-gate voltagéeight value), whereas thmjection transistorcontrols the

Vi, and the source current,, fixed, and we measured the gate currgnfor

different source-to-drain voltages.

Fig. 2(b) shows experimental data for injection efficienc

({inj/Is) versusVyq, along with a fit from (6).

I1l. ANALOG MEMORY CELL WITH SELF-CONVERGENT
WRITES

writing process. Because the transistors share floating-gate,
control-gate, and source terminals, the two devices source
nominally identical currents. To write a memory, we first erase
the value stored in the memory cell by applying a high voltage
to the tunneling junction. We then close switeh;, and apply

a reference current.; to the drain of the injection transistor.

If L is larger than the present source currgnin the device,

the drain voltage in the injection transistor will drop, activating

As (3)—(6) show, the weight-update rules defined by tunnelinle injection process. Because injection is exponential in the

and IHEI depend exponentially on the control voltag¥€s,( source-to-drain voltage, electrons will rapidly accumulate
and V4, respectively). In addition, the tunneling rule is proen the floating gate, increasinf [see (5) and (6)]. When
portional toW;, and the injection rule is proportional #’2 I, reachesl,.;, the drain voltage will rise, turning off the
[substitute (6) into (5)]. Because the rules are multiplicative anjection process. This process effectively writes the current
exponential, writing an accurate value to the synapse transisiQr on the memory cell. Fig. 3(b) shows the source current
is difficult. Consequently, we have devised a writing mechand source-to-drain voltage of the weight transistor during a
nism that uses injection and negative feedback to accuratelynulated memory write.

write a synapse pFET. The writing mechanisnsédf-conver- It is possible to write a synapse transistor with a resolution
gent[15], meaning that an intrinsic self-limiting feedback patexceeding 12 b [16]. However, the exponential dynamics of
ensures that an analog value is stored accurately on the trdie self-convergent memory-write mechanism translate into
sistor. This feedback path is possible because the weight-updatt moderate-accuracy writes, and slow high-accuracy writes.
mechanisms can be active during normal device operation. In practice, we find the self-convergent mechanism attractive
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I Fig. 5. Weight-storage cell. We store the tap-coefficient magnitude on a
-———— :g synapse transistor-based memory cell, and the sign on a static latch. We can
— > change the coefficient magnitude using selectable tunneling and injection
circuitry.
Im
. . . . clock
Fig. 4. Filter architecture. We use a 7-b delay line and store the tap
coefficients on analog weight cells. We implement the multipliers using ’_i_‘
differential multiplying digital-to-analog converters (MDACs). The chip »>
output is a differential current, comprising the sum of the currents from the 16 Xplt) L Xo(t-1) L X(t-2)
MDACs.
N | @
fqr writing we!ghts with a resgluuon on thg order Qf 6 b. For vdd  Vdd  Vdd
higher resolutions, a pulse-writing mechanism provides a better
speed/accuracy tradeoff.
bar
IV. FILTER D —{ck—d| clk— Q
Fig. 4 shows the filter architecture. Because scaleable analog L

delay lines are difficult to implement in VLSI, we use a 7-b dig-
ital delay line to shift the input signal across the filter taps. We
store each tap weight in an analog memory cell, which we can (®)
selectively erase and write. We implement the multipliers with
multiplying digital-to-analog converters (MDACSs) [17] which
provide a differential current output. The chip output is also a
differential current, comprising the sum of the currents from the g
16 MDACs. We implement the sum by connecting the outputss
of all the MDACs in the filter to common wires. The rest of this 3 '__]_'
section describes the design of the key modules. 82 r__,—'

-4

A. Tap Coefficient Stage 5 ,__l'_'

_I—

Fig. 5 shows the coefficient-storage cell. We store the coef- g = T N N S A e AN N S
. . . N
ficient magnitude in an analog memory cell based on the de- N W® WM FR TR FS S R\
e

o N b O

N
signed presented in Section Ill. We store the coefficient signin a Cod

static digital latch. Because our multiplier comprises a two-seg- (©)

ment MDAC that reguwes two 'C_jem'cal bl'aS Curre'ms’ the anal%. 6. (a) We used a digital shift-register to implement the delay line.
memory cell contains two weight transistors with a commain) True-single-phase flip-flop used to build the shift register. This circuit
floating gate. We cascode a pFET source follower to the drainigéa dynamic positive-edge-triggered D-flip-flop with split outputs. (c)

. . . . ... Offset-binary code used to represent the input (only four bits shown). In this
each weight transistor, to pre_Vent_ these dgwces from 'nJeCt'die, each bit represents a signed contribution to the word value. The code is
We tie the control gate to a bias line that is common to the esymmetric, so if the tap coefficient is negative, we only need to invert every bit
tire filter. By varying the voltage on this line, we control thé’f the |n8ut prior to computing the product of the input and the tap-coefficient

. magnitude.

output-current range of the memory cell. This feature lets S
trade power for performance and resolution. In all the exper- .
. S . o r%oresentatmn:
iments presented in this paper, we tied the global bias line
Vaa- A digital select line controls the switches at the drain of W
the injection transistor and the input of the latch, enabling us to
write a new tap-coefficient value into the memory cell. We cawhere
selectively erase each cell via independent tunneling terminalsW  tap coefficient;

Based on this memory cell and the requirements of the mul-s sign bit stored in the latch;

tiplier, we define the tap-coefficie®t” using a sign-magnitude I output current from the synapse transistors.

word

=ix (-1 xI @)
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Fig. 7. The multiplier is based on a two-segment differential MDAC with scaled current mirrors. We compute the sign arithmexiorigags: If the sign of

the coefficient is negative (a binary value of 1), we invert every bit of the input word. The MDAC computes the product of the sign-corrected inpt therd a
magnitude of the weight, given by the bias currents provided by the analog memory cell. The number next to each nFET in the MDAC represents thitthelative w
of the devices. To minimize the effects of process variations and device mismatch, we used multiple identical parallel transistors, instegqdhefisaédith.

295um

il registers!

Fig. 8. Filter layout. The filter is 45@m wide and 295:m wide in a triple-metal double-poly 0.35m CMOS process available from MOSIS. The digital
circuitry takes 48% of the die area, while 35% and 17% are allocated to the MDACs and analog memory cells, respectively.

We use a scale factor of 1/4 in our representations, for reastnegause this resolution is reasonable for untrimmed DACs in a
that will become clear when we discuss the design of the multiigital CMOS process. For higher bit resolutions, we can use
plier in subsection C. synapse transistors to implement on-chip DAC calibration.

B. Delay Line C. Multiplier

As shown in Fig. 6(a) and (b), we implemented the digital Each filter tap multiplies the tap weight and the input. From
delay line as a 7-b shift register composed of true-single-pha¢é) and (8), we can derive an expression for the multiplication:
clock (TSPC) D-flip-flops [18]. We used an offset-binary code 6 ‘
for the digital input. This is a positional code, where each bit Y =W x X =1 x (=1)* x I x > (=1)" x 2/
contributes to the value of the word with a power of two, de- i=0
pending on the bit position. The sign of the contribution of each 7S
bit is given by its value: Y =2y (—1)mer x 2, 9)

6 8 =0
X= %Z(—l)*‘f x 2¢ (8) Fig. 7 shows the multiplier implementation. The circuit is
i=0 basically a two-segment MDAC [17], which accepts a digital
whereX is the word value and; is the value of théth bit of input from the tap registerz(6 . .. 0]), and two identical bias
the digital representation o€ (z is the LSB). Fig. 6(c) shows currents {) from the tap-coefficient memory cell. The first seg-
the coding scheme. We chose seven bits for our representatizent (bottom) of the MDAC divide$ by 8, and multiplies this
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Fig. 9. Filter output amplitude versus clock frequency. We set all the tap
weights to the same positive value, and applied a one-clock-cycle impulse (a)
input waveform, so that the output shows the contribution of only one tap at

s » I 53 ’

any time. We measured the output amplitude as we clocked the pulse from tap Tek‘an: b { e e e SN ~T';'9 .g;._
to tap. The graph shows the filter output normalized to a base clock speed of SO - oy H Lo Ty W
10 MHz. With clock speeds up to 220 MHz, we measured an output resolution e e

of 7 b. For higher clock speeds, the output amplitude quickly decays.

current by 1, 2, and 4 using scaled current mirrors. The second : : : |
segment takes and multiplies it by powers of 2 from 1 through L R S VO SR [
8, thereby computing each one of the terms of the sum in (9). N SR O
The sign of each term is determined byx@r function between
the corresponding bit of the input worgthroughzg), and the
tap-coefficient sign from the memory cell. TRer gates drive
differential pairs that route the current sunk by the mirrors to o : : S
the positive or negative terminals of the multiplier’s differential | S TR U DU SUUUE SUUEE UN S DU SO SO |
output (f, and,,). In this way, we add the DAC-bit currents at S Sty e MLToonS AR Ay
I, andI,,, respectively. We use the same technique to add the =~ TEER [ 5.00mv.__ 100ns [#93.80% ©  17:41:21
outputs of all the multipliers in the filter. (b)

V. EXPERIMENTAL RESULTS

We fabricated the filter in a 0.3pm double-poly three-metal
CMOS process available from MOSIS. The die area of the entire
circuit is 0.13 mmd, and each tap measures 2& by 295;:m. ~10
Fig. 8 shows the filter layout. The digital components account  _;5 ; ; : : R : ; : ;
for about 48% of the die area, 35% is devoted to the MDACs, 0 200 400 600 800 1000
and the remaining 17% is occupied by the analog memory cells. tme (1s)

We tested the chip using a digital oscilloscope as &5fiffer- ©
ential transimpedance amplifier and deglitcher. Fig. 10. Application to DS-CDMA despreading. We applied a 100 Mb/s

: ; iraii nCDMA-like input, comprising two bit streams encoded using orthogonal bases,
Thefilter runs at clock speeds t0 225 MHz, while maintainin the filter. We set the tap coefficients to decode the shown basis. (a) Input bit

a resolution of 7 b. At 200 MHz, the filter dissipates 3 MWream and the basis used to encode it. (b) Filter output and the strobe pulse used
with a maximum tap-weight current of;zIA anda3.3-V power to recover the data. (c) Reconstructed data, for 64 (superimposed) experiments,

; i ; ; feai 0 wing the logic-level variance at the output. We used the oscilloscope as a
supply. At this speed, the d|g|tal circuits dISSIPate about 70% |iferential 50€2 transimpedance amplifier, low-pass filter and track—hold, and

the total power. Running at 100 MHz, the filter dissipates 2 mVconstructed the output data in software using the oscilloscope measurements.
distributed evenly between the digital and analog circuitry. We this application, the filter supports an input dynamic range of 42.6 dB (7 b).

tested the response of the filter to different clock frequencies:

We set all the taps weights to their maximum value, and appliedFinally, we tested the filter in a simple direct-sequence mul-
an impulse waveform as input, so that only one of the taps woulgdle access (DS-CDMA) despreading application. We encoded
be on at any time. Fig. 9 shows the output of the filter versiao user bit streams with orthogonal signatures, and added them
clock frequency, normalized to its response at a reference cldokform a combined signal at a chip rate of 100 Mb/s. We pro-
frequency of 10 MHz. As the figure shows, the output rapidlgrammed the filter coefficients with one of the users’ signatures,
decays at clock speeds above 225 MHz. Our post-layout siemd used it to recover the original bit stream. Fig. 10 shows the
ulations suggest that the filter should maintain a 7-b resolutioesults of this experiment. From the measured signal-to-noise
at clock speeds to 500 MHz. Package and test-setup limitatioaio at the output, we determined that the filter supports an input
(we used a 40-pin ceramic dual in-line package (DIP) mountdginamic range of 42.6 dB, which is consistent with the 7-b res-
on a chip socket) likely constrained our performance results.olution of the input bit stream.

voltage output (mV)




822

VI. CONCLUSION [14]

We have built a 16-tap FIR filter that uses synapse transistors®!
for analog weight storage and weight updates. This approach
allows us to use mixed-signal arithmetic units, resulting in g16]
compact high-speed low-power design. Because we use a dig-
ital delay line, we can scale our solution to a larger number of; 7
taps (16). On a DS-CDMA decoding application, our filter
demonstrated an input dynamic range of 42.6 dB, enabling us
scale the design up to 128 taps (up to 128 users). Future and
going research include an enhanced version of the filter, which
supports more taps and higher bit resolution, as well as a com-
pact mixed-signal implementation of the LMS adaptation algo-
rithm that optimizes the filter response by modifying the coe®
ficients on-line.

Q1
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